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This study presents laboratory experiments using surface Ground Penetrating Radar measurements to exhibit
and monitor hysteresis of the water retention function of Fontainebleau sand. A commercial impulsionnal GPR
system monitored the volumetric water content changes in a large sand column subject to different hydraulic
heads applied at its bottom during drainage/wetting cycles. Coupled hydrodynamic and electromagnetic model-
ing was used to simulate radargrams whereas hydrodynamic modeling coupled with 1D optical ray tracing was
used to estimate the hydrodynamic parameters of the sand from GPR reflection two-way travel times. Statistical
and uncertainty analysis were performed on numerical and experimental data. The range of optimized parame-
ters obtained from experimental data were compared to those obtained with classical laboratory methods such
as the hanging water column and the constant head permeameter. The range of parameters retrieved using GPR
monitoringwas consistent for the hydraulic conductivity at saturation and the vanGenuchten parametersαd,αw.
The difference between the GPRmethod and classicalmethods for the retrieved λ and n van Genuchten's param-
eters are believed to be caused by the dynamic character of the proposed method.
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1. Introduction

Soil moisture is a key state variable for a wide variety of hydrological
processes acting over a range of spatial and temporal scales. For exam-
ple, soil moisture is one of the factors influencing the partitioning of
rain fall into infiltration and runoff and the partitioning of net radiation
into sensible and latent heat (Stewart et al., 2005). In addition, it con-
trols the subsurface drainage of water and thereby the leaching of
chemicals to the groundwater as well as nutrient and nitrogen (Wedin
and Tilman, 1990) cycles. It is therefore evident that a thorough under-
standing of the soil moisture dynamics is of primary importance for soil
hydrological research and water budget prediction under climate forc-
ing (Collins et al., n.d.).

Themovement of water and solutes in variably saturated soils is to a
large extent controlled by the retention and the permeability properties
of the soil matrix. The Soil-Water Retention (SWR) property is
expressed by the relationship between the soil water potential (h,
expressed in cm) and the soil water content (θ expressed in cm3.
cm−3). Permeability towater is expressed by theUnsaturatedHydraulic
Conductivity (UHC) function, K(h). These soil water properties are com-
monly described using analytical expressions such as van Genuchten's
S, GEOPS, 91405 Orsay, France.
ay.fr (E. Léger).
(van Genuchten, 1980), or Brooks and Corey's (Brooks and Corey,
1966). This classical definition of the hydrodynamic functions assumes
that h is a unique function of θ.

However, asfirst pointed out by Haines (Haines, 1930), this assump-
tion is not valid because of hysteresis phenomena. At a given water
head, the water content differs depending on wether the soil gets
water (imbibition) or loses water (drainage). Phenomena resulting in
SWR hysteresis are multiple: the “ink-bottle effect” due to irregular
shapes of pores, differences between ascending and descending contact
angles at an interface (Bauters et al., 1998), entrapped air bubbles
(Hopmans and Dane, 1986) or Haines jumps and temperature (Grant
and Salehzadeh, 1996).

Historically, the basis of hysteresis theory, first observed in magne-
tism and adsorption on solids, was set in the works of Neel (Néel,
1943), Everett and Whitton (Everett, 1955). Everett and Whitton
(Everett, 1955) developed in parallel the independent domain theory,
which was later suggested to be applicable to soil capillary hysteresis
by Collis-George (Collis-George, 1955). The assumption behind the in-
dependent domain theory of soil-water hysteresis is that the pore
space can be divided into discrete pores, each of which drains and fills
independently of the state of other pores. Subsequently Poulovassilis
(Poulovassilis, 1962) accounted for capillary hysteresis in terms of
independent domains with experiments on glass bead materials.
He observed hysteresis in the water retention function depending on
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wetting or drying processes and found good agreement between mea-
surements and expected values. Talsma (Talsma, 1970) pursued this ap-
proach with success on sands. However, disagreement between theory
and experiments was also reported for, i.e., glass bead material (Topp
and Miller, 1966), for sand (Vachaud and Thony, 1971), for sandy
loam and for silty loam and clay loam (Topp, 1971). These studies sug-
gest that the independent domain theory applies only to data obtained
during static-equilibrium or steady state flow conditions but fails to
depict hysteresis properly in case of unsteady flow (Topp, 1971).

Following Topp's conclusion, Mualem (Mualem, 1973) improved
and developed a new formalism based on the similarity hypothesis.
This hypothesis is based on the assumption that the pore water distri-
bution function can be described as a product of two independent
functions, the pore opening radii distribution and the pore body
radii distribution. This new formalism resulted in a succession of pa-
pers (Mualem, 1973; Mualem, 1984) in which Mualem's formalism
of hysteresis was improved.

In parallel to the conceptual models derived from physical repre-
sentations of hysteresis, empirical models have been proposed based
on fitting water retention curve data during wetting cycles. They are
defined for specific types of soils such as the model applicable for
sand of Kool and Parker (Kool and Parker, 1987), based on the scan-
ning model of Scott et al. (Scott et al., 1983). Several laboratory
methods have been developed to obtain the data needed for empiri-
cal models of the SWR and UHC curves. Depending on soil type, dif-
ferent techniques were designed such as, the hanging water column
(Dane and Hopmans, 2002), the evaporation methods (Peters and
Durner, 2008), or the multi-step outflow method (Eching and
Hopmans, 1993). The hanging water column is one of the ways to ob-
tain the SWR function parameters for the drainage andwetting phase
whereas themulti-step outflow experiment allows to obtain the UHC
parameters as well as the SWR function parameters. These methods,
which we refer to as “classical”, are robust and efficient. However
they need several days, are facility-demanding and cannot be run in
situ on the field. They give the main drying and main wetting curves
delimiting the water content range one canmeasure at one soil water
head h.

Estimating the SWR and UHC functions at the field scale is chal-
lenging leading to parameter estimation (Schaap et al., 2001) and
simplifying assumptions such as homogeneity, isotropy and non hys-
teretic behaviour. However, different studies demonstrated that the
hysteretic behaviour of soils undergoing dynamic wetting and drying
processes has to be taken into account for runoff predictions at catch-
ment scale (Mirus, 2015) or slope stability studies (Ebel et al., 2010).
To overcome the difficult task of getting both drainage and wetting
SWR, Lamorski and al. (Lamorski et al., 2017) used amachine learning
approach to estimate the main wetting curve from the main drying
curve. Recently, another technique was tested on pyroclastic soils
(Capparelli and Spolverino, 2020), with a laboratory experiment to
define the main wetting and drying SWR curves.The authors devel-
oped a novel empirical technique from in situ monitoring in order to
estimate the main wetting and drying curves. They redefined the
van Genuchten n parameters allowing more flexibility to design the
inner scanning curves.

Advances in electronics in the past thirty years have significantly re-
duced the costs and improved the acquisition rates of geophysical
methods (Huisman et al., 2003). This leads to the development of the
field of hydrogeophysics (Rubin and Hubbard, 2006). These methods
provide physical properties, such as electrical conductivity, nuclear
magnetic resonance relaxation time constants and dielectric permittiv-
ity. These parameters are highly sensitive to soil composition, structure,
density and water content. Among them, electrical resistivity measure-
ments (Zhou et al., 2001), nuclear magnetic resonance (Knight et al.,
n.d.) and Ground Penetrating Radar (GPR) (Huisman et al., 2003) are
commonly used. Their non-invasive nature and their sensitivity to fine
water content variations suit them for the vadose zone characterization.
2

Few studies dealt with geophysical measurements as data to be
fitted to quantify the hysteresis of water retention and hydraulic con-
ductivity functions (Weihnacht and Boerner, 2014; Lai et al., 2006;
Knight, 1991; Dagenbach et al., 2013; Klenk et al., 2015; Léger et al.,
2014). Knight (Knight, 1991), followed by several others (i.e. (Moss
et al., 1999)), found that the resistivity measured during imbibition
in sandstone samples was consistently less than the one measured
at the same saturation during drainage. Knight attributed this differ-
ence to the presence of electrical conduction at the air/water interface
and concluded that geophysical properties depended on saturation
history.

GPR data of Lai et al. (Lai et al., 2006) exhibited dielectric hysteresis
for both soil and asphalt, depending on drying or wetting processes.
More recently, Weihnacht and Boerner (Weihnacht and Boerner,
2014) performed a GPR monitoring of the soil water content in a large
rectangular Plexiglas® tank filled with homogeneous sand. They used
transmission radar data, one antenna on each side of the tank, at differ-
ent depths to obtain the volumetric water content during a moving
water table experiment. They found different sand water retention
functions for drainage and imbibition. Although no hydrodynamic
modeling was used, coupling GPR measurements with a multi-step
outflow experiment was already an advancement.

Dagenbach et al. (Dagenbach et al., 2013) and Klenk et al. (Klenk
et al., 2015) used a GPR test site to monitor the water table during
fluctuating water table experiments. Both studies were inspired by
the precursory works of Tsolfias et al. (Tsolfias et al., 2001) and
Endres et al. (Endres et al., 2000) interested in capillary fringe obser-
vation with GPR. Using a stationary GPR antenna at the soil surface,
Dagenbach et al. (Dagenbach et al., 2013) recorded capillary fringe
reflections during drainage and imbibition and compared them to
those obtained numerically with three different water retention
models, namely Brooks and Corey (Brooks and Corey, 1964) and
the constrained and unconstrained van Genuchten (van Genuchten,
1980) models. Their measurements of reflection, amplitude and
phase are similar to those of Saintenoy and Hopmans (Saintenoy
and Hopmans, 2011). Klenk et al. (Klenk et al., 2015) performed
radargram profiles at different experimental times and studied the
wavelet associated with peculiar reflections during drainage/relaxa-
tion/imbibition cycles. Their comparison between numerical model-
ing and experiments allowed them to obtain information on the
relative hydraulic properties of the materials. All of these studies
paved the way for hydrodynamic parameter estimation using geo-
physical methods and particularly GPR, but did not get to the quanti-
fication of these parameters.

Our studywasmulti-purposes: i) to demonstrate the hysteresis of
the SWR function at the macroscopic (or so-called Darcy) scale using
a surface commercial time domain GPR, and ii) to obtain the
Mualem-van Genuchten (M-vG) (van Genuchten, 1980; Mualem,
1976) parameters that characterize drainage and imbibition water
retention as accurately as the classical laboratory methods do but
with a much shorter experimental time. We used the empirical
model of Kool and Parker (Kool and Parker, 1987) applied to sand
for the hysteresis formalism.

In our study, we used commercial transmitter-receiver antennae
(RamacMalå 1600MHz) placed at the top of a columnof sand subjected
to controlled water table variations. We monitored the time of reflec-
tion from the water column bottom during different drainage-
imbibition cycles, which we then inverted to obtain the parameters.
We derived experimental uncertainty frommultiple inversions of inde-
pendent noise-added synthetic data. After numerical tests, we inverted
experimental GPR data acquired in a laboratory experiment to retrieve
hydraulic properties in drainage or wetting condition of a large sand
column. We account for dispersive frequency shifts in our procedure.
Statistical analysis used bootstrapping. We compared our results with
the M-vG parameters estimated from classical hanging water column
and constant head permeameter experiments.
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2. Background

2.1. Soil hydraulic functions

The soil hydraulic functions can be described by several mathemat-
ical expressions requiring a different number of parameters depending
on the chosenmodel. For the θ(h) relationship, one of the largest groups
of models represented in the literature is the power function model of
the form:

1−S−a
e

� �bSe ¼ αh, ð1Þ

where Se ¼ θ−θr
θs−θr

is the effective saturation, θs is the saturated volumetric
water content, θr the residual volumetric water content, and α (>0), a
and b, are fitting parameters. Many models based on this power form
have been proposed to fit SWR data (van Genuchten, 1980; Brooks
and Corey, 1964). In the current study, we used the equation from van
Genuchten (van Genuchten, 1980),

Se ¼ 1þ αhð Þn� �−m
, ð2Þ

where α is proportional to the inverse of the absolute value of the soil
matric potential at the inflection point of the θ(h) curve and n deter-
mines the slope of the curve at the inflection point. The two dimension-
less fitting parameters, n and m, are linked by

m ¼ 1−
k
n
, ð3Þ

with n > k (Haverkamp et al., 2005). For simplicity, k takes integer
valueswhich correspond to differentmodels giving closed form analytic
expressions for the UHC functions. The case k = 1 corresponds to the
model of Mualem (Mualem, 1976). Using k = 1, the UHC function is
written as

K θð Þ ¼ KsS
λ
e 1− 1−S

n
n−1
e

h in−1
n

� �2
, ð4Þ

with Ks the saturated hydraulic conductivity andλ a parameter account-
ing for pore tortuosity. The whole description of water flow in the
Fig. 1. Schematic representation of hysteresis for the soil water retention curve. The drainage cu
hysteresis is only determined by theα parameters (αw for wetting andαd for drying)withαw=
this figure legend, the reader is referred to the web version of this article.)
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unsaturated zone, considering no hysteresis, with Eqs. (2) and (4) re-
quires the determination of 6 parameters: θr, θs, n, α, Ks and λ.

The choice of van Genuchten's model for describing the SWR func-
tion was motivated by i) the good fitting to our hanging water column
data and ii) hydrodynamic modeling reasons since it was the only one
taking into account hysteresis in the Hydrus1D code that we used for
hydrodynamic modeling (see section 2.5).

2.2. Hysteresis of the SWR function

A schematic representation of hysteresis for the SWR curve is pre-
sented in Fig. 1. The boundary hysteresis loop consists of the main dry-
ing (red) and main wetting (green) curves. In this theoretical
representation, the main drying curve is described by the van
Genuchten parameter vector, vGd = {θrd,θsd,nd,αd}. The main wetting
curve is described by vGw = {θrw,θsw,nw,αw}. Considering only the hys-
teresis on the SWR function, we are left with a total of eight unknown
parameters to determine.

Based on the work of (Šimunek et al., 1999), we will assume

θwr ¼ θdr ¼ θr , ð5Þ

θws ¼ θds ¼ θs, ð6Þ

and

nw ¼ nd ¼ n: ð7Þ

The two first conditions imply that we disregard changes in the vol-
ume of entrapped air during rewetting due to temperature differences
(Hopmans and Dane, 1986). The last condition imposes that the curva-
ture of the two SWR functions are similar. Imposing these constraints
results in some loss of flexibility in describing the hysteresis of the
SWR function, since the main drying and main wetting curves differ
only by their α values. However, we will see later in section 4.1, that
this last assumption is representing well the hysteresis cycle measured
for the Fontainebleau sand with the hanging water column method.
rve is red, thewetting curve is green. Black arrows symbolize the direction of the cycle. The
2αd. See Table 1 for the full parameter set. (For interpretation of the references to colour in
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2.3. Electromagnetic wave velocity as a function of soil dielectric properties

Surface GPR consists of two antennae, being electric dipoles, posi-
tioned on the surface of the medium to be sounded. The transmitting
antenna emits short pulses of spherical electromagnetic (EM) waves
in response to an excitation current source. The receiving antenna
converts the incoming EM fields to electrical signals. Following the
work of Annan (Annan, 1999), the velocity of an electromagnetic
wave propagating in a non-magnetic soil, with low electrical conduc-
tivity, is

v ¼ cffiffiffiffi
ε0

p ; ð8Þ

where ε′ denotes the real part of the relative dielectric permittivity and c
= 0.3 m/ns is the velocity of EM waves in air.

2.4. Petrophysical relationships

The bulk soil has a frequency-dependent relative dielectric permit-
tivity εb, expressed by a complex number with the loss factor repre-
sented by the imaginary part, defined as:

εb ¼ ε0b fð Þ−i ε″b fð Þ þ σb

2πf ε0

� �
; ð9Þ

where f is the frequency, εb′(f) the real part of soil permittivity, εb″(f) the
imaginary part, including the relaxation loss, and σb the bulk conductiv-
ity leading to conductivity losses. The permittivity of free space is
denoted ε0.

The dielectric permittivity depends on the water content. We used
the volumetric CRIM model (Birchak et al., 1974), where the relative
dielectric permittivity of the porous geological material, εb, is a func-
tion of the material porosity, its state of saturation and the respective
permittivity of each of its individual constituents. We carried out our
experiments over a Fontainebleau sand which is a tri-phasic medium
composed of water, air and silica. Then,

εγb ¼ θεγw þ 1−ϕð Þεγs þ ϕ−θð Þεγa , ð10Þ

where εw, εs and εa are respectively the relative dielectric permittivity
of water, silica and air, ϕ the porosity and θ the volumetric water con-
tent. γ is an empirical coefficient that depends on soil structure, set to
0.5 in this study. The relative dielectric permittivity of air is equal to 1.
We measured εs = 2.23 using a time-domain reflectometer in labora-
tory experiments.We assumed that the solid phasewas non conductive
and therefore its dielectric permittivity was independent of frequency.
The permittivity of water εw is a function of frequency and conductivity,
and is expressed in time domain by Debye's equation:

εw ¼ ε∞ þ εst−ε∞
1þ iωτ

, ð11Þ

inwhich ε∞=4.9 is the high-frequency limit, and εst=80.088 the static
value, of the real relative dielectric permittivity at 20∘C (Klein and Swift,
1977), τ is the relaxation time of water at 20∘C (Stogryn, 1971). We
further assumed that there was no loss due to bound water, or at least
it was negligible in our Fontainebleau sand.

2.5. Hydrodynamical modeling

We considered one-dimensional vertical soil water flow described
by the 1D-Richards' equation expressed in terms of water content as

∂θ
∂t

¼ ∂K θð Þ
∂z

þ ∂
∂z

K θð Þdh
dθ

∂θ
∂z

� �
, ð12Þ

where K(θ), and θ(h) are described by the M-vG model, presented in
Eqs. (2) and (4).
4

We used the Hydrus-1D code (Šimunek et al., 2008) to solve this
equation, with an atmospheric (Neumann) boundary condition at the
top. We changed the bottom boundary conditions with time (through
a Dirichlet boundary condition) using the evolution of the applied hy-
draulic head we used in our experiments. Our domain was divided
into 5-mm thick horizontal layers, thin compared to the shortest wave-
length of the electromagnetic waves propagating through it.

2.6. Two Way Travel times and electromagnetic modeling

We present here two means of obtaining the Two Way Travel-time
(TWT) associated with radargram reflection. The first mean is by simu-
lating the full 2D radargram using Finite Difference Time Domain
(FDTD) techniques, while the second mean implies a 1D propagation
model, from Léger et al. (Léger et al., 2014). As it will be discussed fur-
ther in the numerical inversion procedure we will compare these two
TWTs originating from two types of modeling in order to estimate the
M-vG hydrodynamic parameters.

Among the numerous techniques available for simulating GPR data
(Irving and Knight, 2006;Warren et al., 2016), we chose the open source
software GprMax2D (Warren et al., 2016). It solves Maxwell's equations
in two dimensions with FDTD techniques. All synthetic radargrams pre-
sented have been simulated using GprMax2D (See, e.g., Fig. 4). The TWT
of the reflection present between 16 and 22 ns on Fig. 4, corresponds to
the bottom tank reflection. The FDTD technique is well suited for simu-
lating the whole 2D model, but is time consuming. To avoid time-
consuming FDTDmodeling in our inversion algorithm, presented further,
we computed the TWTof thewave reflected at the bottomof the tank as-
suming 1Dpropagation through a stack of 5mmthick layers. The electro-
magnetic wave inside each layer was computed with Eq. (8) taking the
dielectric permittivity value defined by Eq. (10) and the water content
distribution modeled by Hydrus-1D. Further details on this procedure
and comparisons between FDTD versus 1D propagation modelings, are
presented in Léger et al. (Léger et al., 2014).

2.7. Coupling Hydrodynamic and Electromagnetic modelings

As introduced earlier, one of the objective of the study is to retrieve
the M-vG parameters using the TWTs associated with bottom tank re-
flection submitted to hydraulic head changes. The coupling between
the hydrodynamic modeling ruled by the M-vG parameters and the
electromagnetic modeling results in the TWT variations. As such, the
optimization procedure presented furtherwill be based on comparisons
between TWTs, in the form of a RMSE cost function:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
∑
N

j¼1
τxp tj,pin

� �
−τmod tj,p

� �� �2s
, ð13Þ

where τxp is the radargram-measured TWT generated with the hydro-
dynamic parameters pin at experimental time tj, and τmod is themodeled
TWT reflection at time tj subject to soil hydraulic parameter vector p,
and N is the number of points used for comparison, i.e. the number of
considered experimental times tj.

3. Numerical experiments

3.1. Set-up

We considered a homogeneous cylindrical medium (71 cm height
and 60 cm diameter), with a porosity set to 0.39 and hydrodynamic
properties in the range of what we measured for the laboratory experi-
ment (presented section 4.1). For now, these parameters are summa-
rized as pin in Table 1, and further descriptions on the origin of the
parameter range are developed in section 4.1. A transmitter (emitting
a Rickerwavelet centered on 1000MHz) and a receiverwere positioned
at the sand column surface. The draft of the apparatus is presented in



Table 1
Hydrodynamical M-vG parameters of the numerical experiments.

θr θs αd αw n Ks λ RMSE
(cm3.cm−3) (cm3.cm−3) (cm−1) (cm−1) (cm/min) (ns)

pin 0.05 0.35 0.025 0.05 6 1 0.5 –
(heads,times)drying = [(71,0);(42,1600);(32,2700);(23,4000);(0,5800)] (cm,s)
(heads,times)wetting = [(23,6900);(32,7900);(42,9200);(71,10500)] (cm,s)

pMS
op 0.048 – 0.024 0.052 5.29 1.08 0.55 0.014

pin is the set of parameters used as input to generate the radargrams presented in Fig. 4-a) and -b). The set of best fitting parameters obtained from the SCE-UA global method is pMS
op in the

multi-step case.

Fig. 2. Draft of the experiment. The tank is 71 cm high and filled with sand. The small
diameter reservoir on the right represents the different heads applied at the bottom of
the tank. GPR antennae are set on top of the sand reservoir.
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Fig. 2. The tube on the right indicates the different water table levels set
during the experiment. The two triangles symbolize the GPR transmit-
ter and receiver. A very thin layer of Perfect Electrical Conductor (PEC)
was positioned at the bottomof the sand column to enhance the bottom
signal reflection. At the initial state, the water level was set at the top of
the column, corresponding to h0 = 71 cm. The GPR antenna set at the
top was used to monitor the water content of the sand, using the TWT
of the reflection on the PEC surface at the bottom of the tank.

Different hydraulic heads were applied at the bottom of the soil
cylinder. The hydraulic heads were chosen in agreement with exper-
imental data, in order to later compare numerical radargrams with
experimental ones.

Two types of numerical experimentswere conducted: i) amulti-step
(subscript MS) experiment where we applied successively h1 = 41.5
cm, h2 = 31.5 cm, h3 = 22.5 cm, h4 = 0 cm, h5 = h3, h6 = h2, h7 = h1
and h8 = h0 at experimental times tMS = [100;1600;2700;4000;
5800;6900;7900;9200;10500] seconds, and ii) a one-step (subscript
OS) experimentwhere theheads applied to thebottomof the cylindrical
mediumwere h0=71 cm, h1=0 cmand h2= h0 at experimental times
tOS = [700;6600;8100].

A volumetric water content profile was computed at each experi-
mental time step using Hydrus-1D with the M-vG parameters pin pre-
sented in Table 1. As presented in the part 2.2, the hysteresis effect
was fully represented by the parameter α, taking αw = 2αd according
to Kool and Parker (Kool and Parker, 1987) and Simunek (Šimunek
et al., 1999). The two water retention boundary curves (wetting and
drying curves) corresponding to the parameters pin are shown on Fig. 1.

3.2. Forward modeling

3.2.1. 1D velocity modeling
Thewater content profiles generated at each experimental time step

were converted to permittivity profiles using relation (10). The TWT of
5

the PEC reflection was computed using 1D velocity modeling. Fig. 3 dis-
plays the TWTs obtained when varying the water table levels with
(a) the one-step protocol, and the (b) multi-step protocol. In both
cases, we present the TWTs obtained from the simulated water content
profile accounting for hysteresis of thewater retention function (red cir-
cles) and without hysteresis (blue curves). As expected, since the simu-
lated water content profiles during the drying and wetting cycles were
different for the same applied heads, see Fig. 1, the TWTs are different as
well. Indeed, in the cases of drainage, there is no difference between the
hysteresis and no-hysteresis case, while in the case of re-wetting, the
volumetric water content is lower taking into account hysteresis effect,
for the same applied head. As a consequence the relative TWTs (relative
to the fully saturated tank), taking into account hysteresis, are larger
than those not taking into account hysteresis. These differences are
more emphasized in the multi-step protocol (Fig. 3-a) compared with
the one-step one (Fig. 3-b). In this last case, the difference, betweenhys-
teresis and non-hysteresis, resides in only 6 points in thewetting phase.
For this reason, we decided to continue with only themulti-step exper-
imental protocol.

3.2.2. FDTD modeling highlighting frequency dispersion
The water content distribution outputs from Hydrus-1D were used

as inputs for the GprMax2D code using Eqs. (10) and (11). The simu-
lated GPR monitoring of the dynamic water level variation is presented
in Fig. 4 for the multi-step case. The reflection on the PEC layer at the
base of the sand is arriving between 15 and 22 ns. On this figure we
see that the width of the reflected pulse is changing during the experi-
ment and as a consequence influences thepicking of the TWTmaximum
amplitudes. This is because of relaxation losses due to the presence of
water, and to the dielectric permittivity gradient created by the water
retention properties of themedium the electromagnetic wave is travel-
ing through. The dominant wave period associated with the bottom
tank reflection found between 15 and 22 ns evolves with the applied
head. The dispersion of the wave happening along the experiment
was evaluated by determining the changes in the frequency spectrum
computed with an instantaneous Fast Fourier Transform (FFT) applied
over a selected time window containing the reflected wavelet. This is
represented in Fig. 5, where the maximum of the instantaneous fre-
quency associated with this reflection is presented for each experimen-
tal time step. On this figure, we display the picking of the maximum
instantaneous frequency as circles and the TWT of the bottom tank re-
flection picked from the radargrams presented in Fig. 4 (red line). The
drier the column, the higher is the frequency content, and, similarly,
the wetter the column, the more present are the relaxation effects, the
steeper is the dielectric permittivity gradient, and the smaller is the fre-
quency content of the bottom tank reflection.

3.3. Numerical uncertainty analysis

As presented above, even if we are taking into account the frequency
shift in our 1D-velocity modeling through the computation of the di-
electric permittivity at a given frequency (Eqs. 10 and 11), the 1D-
velocity modeling does not represent all the electromagnetic phenom-
ena taking place, and we observe a small discrepancy between picked



Fig. 3. Two Way travel Time of the bottom tank reflection. a) The heads applied were 71 cm (saturated)-0 cm, then re-wetting to 71 cm. b): The heads applied at the bottom boundary
condition were 71 cm (saturated)-42–32–23-0 cm, then re-wetting following the same steps. Blue curves represent the computed TWT using a hydrodynamic function without taking
into account hysteresis effects, whereas the red circles are modeled using hysteresis. The vertical dashed lines represent the timings of the water head changes. The parameters used
for the hydrodynamical modeling are presented in Table 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Radargrams generated using GprMax2D from the simulated water content profiles
in the multi-step experiment. The parameters used as input for the hydrodynamic
modeling are presented in Table 1. The purple triangles represent the water head
changes. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
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arrival times of the reflection present in the radargram of Fig. 4 and our
1D velocity algorithm results.We evaluated this numerical discrepancy,
by using the RMSE, to 0.09 ns.

An other source of uncertainty in our data is the one potentially as-
sociated with the applied head. For determining the TWT uncertainties
associatedwith the applied hydraulic head uncertainties,we considered
the RMSE between the TWT resulting from the hydraulic head pre-
sented in section 3.1 for themulti-step experiment, and other TWT gen-
erated with the hydraulic heads decreased by 1 cm. The RMSE between
these TWT is 0.11 ns.
6

At last, we considered the picking uncertainties by considering that
time picking can not be better than one time step, which was 0.058 ns
for experiments to be presented in section 4.3. Even if the time-step
was much smaller for the numerical experiment we chose to take the
experimental time step in order to better represent the uncertainty.

Taking these three sources of uncertainties in ourmulti-step numer-
ical experiments, we estimated our overall uncertainty associated with
each TWT data point, using a quadratic summation, to σMS = 0.13 ns.

In the aim of understanding the robustness of the modeling and the
inversion algorithm, we propose in the next part to invert data with
Gaussian noise with the overall uncertainty σMS = 0.13 ns. In addition,
the statistics derived from themodels will give insights on which range
this σMS represents related to the M-vG hydrodynamic parameters.
3.4. Inverting numerical data perturbed by Gaussian noise

Weused the TWT of the bottom tank reflection as presented in Fig. 3
as data to be fitted to get the set of M-vG parameter values p = {θr,αd,
αw,n,Ks,λ}.Wedid not invert the volumetricwater content at saturation
θs, fixed at 0.39 cm3/cm3.

The chosen optimization procedure was the Shuffled Complex Evo-
lution (SCE-UA) algorithm (Duan et al., 1992) minimizing the objective
function expressed as the RMSE between the modeled and observed
TWT of the bottom tank reflection to be fitted. The RMSE is the one pre-
sented earlier in Eq. 13. In the aim of fitting the numerical data, we sam-
pled the parameters in ranges defined according to the values found in
the literature. The range for θr was [0.01;0.1] cm3/cm3. Ks interval was
[0.05;3] cm.min−1, n was allowed to get values between 2 and 10,
and αW and αd ranges were both set to [0.01;0.1] cm−1. The initial
values of the parameter were assigned randomly in these ranges. We
set the λ range to [0;10], considering this parameter as a fitting one.
The historical paper of (Mualem, 1976) proposed λ values in the range
of [−1;2.5] and concludes on good fitting for most soils with λ = 0.5.
This value is the most used in the literature. The studies of Schaap et al
(Schaap et al., 2001) were among the first to develop a wider range
for λ parameter [−1;1]. We based our λ range on the study of
(Wösten et al., 1999), on the database of European soils, where λ
could reach values higher than unity.

For each generated parameter set p, we computed the TWT of the
bottom tank reflection using the 1D velocity model. This inversion
modeling procedure is presented as a flow diagram in Fig. 6, where



Fig. 5.Maximum frequency of the bottom tank reflection for multi-step experiment. Circles represent the automatically picked maximum instantaneous frequency from the signal at the
bottomof the tank. The red line are picked TWTs relative to the initial state. The vertical dashed lines represent the timings of thewater head changes. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Flow diagram of the inversion procedure. “SCE-UA”: Shuffled Complex Algorithm,
“M-vG”: Mualem-van Genuchten, “CRIM”: Complex Refractive Index Method, “TWT”:
Two Way Travel-time, “RMSE”: Root Mean Squared Error.

Fig. 7. TWTwith input parameters (Table 1) in blue, red and black curves represent TWT comp
data adding noise sampled in a Gaussian distribution with standard deviation 0.13 ns. The verti
references to colour in this figure legend, the reader is referred to the web version of this artic
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the objective function is the RMSE. We used 20 complexes, 50,000 iter-
ations for each loop and a constraint on 30,000 iterations to stop if no
better model was found during the complex search.

Since the inversion algorithm, SCE-UA, is not following the Bayesian
rule, the statistical analysis performed on one single inversion cannot be
considered as mathematically correct (Vrugt et al., n.d.). We decided to
perform a statistical analysis on models obtained by independent SCE-
UAoptimization procedures carried out on different noise-added gener-
ated TWTdata. Examples of theperturbed TWT are presented in Fig. 7 as
purple points. These data correspond to the original simulated ones, in
blue, to which we added small time delays sampled from a Gaussian
distribution centered on the original value, with standard deviation
σMS = 0.13 ns.

We performed 80 inversions on 80 different Gaussian noise-added
data. We selected the models with associated RMSE smaller than or
equal to 2 σMS = 0.26 ns. Possible double models were taken out in
order to keep the sameweight for all models, and not influence the his-
tograms. This resulted in 968,291models. The statistical distributions of
each parameter of all the selected models are presented in Fig. 8. The
value for each parameter set as input is represented by the vertical
uted with different n values in a), and λ values in b). Purple points are the perturbed input
cal dashed lines represent the timings of the water head changes. (For interpretation of the
le.)



Fig. 8. Histograms realized on models fitting simulated data presented on radargram 4. For each model, the RMSE is smaller than 2σ = 0.26 ns). The orange vertical lines symbolize the
values used as starting parameters.
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dashed orange bar and can be found in Table 1. Fig. 9 shows objective
function plots for four couples of parameters (Ks, αw), (αw, n), (αw,
αd), (λ, n).

3.5. Discussion on Inverting numerical data

The histograms presented in Fig. 8 show that the input parameters
are included in every distribution. The objective function plots pre-
sented Fig. 9 show that the regions with lowest RMSE (dark blue
areas) always contain the input parameter (black cross), except for λ.

The case of the λ parameter and its link with the other parameters
require another analysis. On Fig. 7-a) we displayed 3 TWT curves of
the bottom tank reflection. The set of parameters taken for the original
blue line data is the one set as input (Table 1). The two other lines rep-
resent the result of an increase or a decrease of the n value by 2. Increas-
ing n results in increasing the TWT variations and vice-versa. Fig. 7-b)
shows as well the effect of an increase or a decrease of the parameter
λ. At the opposite of n, increasing λ by 2 results in decreasing the TWT
variations. From these figures, we see that different couples of (n, λ)
will fit as well the noisy data (purple points). The n and λ parameters
appear to be correlated. A too small n value associated with a too
small λ value will result in the same curve as too high values for both
n and λ. This is illustrated by the objective function plot Fig. 9-d).

One other valuable information brought by our sensitivity analysis is
the ranges of M-vG parameters which relate to the σMS used for noising
the data. We already glimpsed on the former paragraph, what does a
small range variation mean for n and λ parameters, Fig. 7 and histo-
grams presented in Fig. 8 gives the ranges browsed byM-vG parameters
for 2σMS. We notably see the large range browsed by θr, n and λ param-
eters compared to the other M-vG parameters. For the parameter
representing the hysteresis phenomena, we note that the αw parameter
is browsing a larger range of values comparing with α, especially in its
right tail of distribution.

This numerical analysis showed the attainable accuracy of our
modeling for inverting most of the hydrodynamic parameters as well
as some non-unicity due to inter-correlations between parameters
such as n and λ. However, we see that working under dynamical condi-
tions, without waiting for static equilibrium at each step, did not pre-
vent us from retrieving most of the hydrodynamical parameters even
if we applied a quite simple uncertainty analysis. For instance, we
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applied the same uncertainty to every point of the TWT data not consid-
ering the influence of the frequency shift uncertainties being stronger
when the soil is becoming drier. In addition, an uncertainty of ± 1 cm
on the hydraulic head is a pessimistic estimation.

4. Laboratory Measurements

4.1. Characteristics of the sand

The van Genuchten water retention parameters were obtained by
fitting the data obtained with three HangingWater Column (HWC) ex-
periments performed on Fontainebleau sand core (250 cm3) samples
packed at 1.67 g.cm−3 bulk density. We considered uncertainties of
1 cm on h and 0.03 cm3/cm3 on θ. The van Genuchten parameters ob-
tained are presented in Table 2, under the label “Lab. meas.”. The uncer-
tainties on the van Genuchten parameters retrieved with HWC were
determined by generating 10,000 models fitting 10,000 SWR curves
generated from the noised SWR curves, with the uncertainties on θ
and h presented above.

Fig. 10 shows the retention curve data acquired from theHWC exper-
iments. Theywerefitted using the vanGenuchtenmodel. As expected for
this type of soil, αwwas close to 2αd. The HWC results agree with the hy-
pothesis that the n parameter could be considered as independent from
drying or wetting processes, since the curvatures of the water retention
curves are very similar for both drying and wetting branches.

The saturated hydraulic conductivity was determined on several
250 cm3 soil core samples packed at 1.6 g/cm3, using the UMS Ksat
System (https://www.metergroup.com/) under constant head. The
range of values obtained are presented in Table 2. The λ parameter
was not determined, but its value was initially expected to be close to
0.5 (Mualem, 1976) without having any other measurements.

Granulometric determinations of the Fontainebleau sand used for the
experiments showed that13%of its grainshadadiameter larger than0.25
mmand98% larger than 0.125mm. Its average particle densitywas 2.8±
0.1 g cm−3. The sand was packed to a porosity estimated to be 0.39.

4.2. Experimental Set-up

The experimental apparatus consisted of two cylindrical tanks (80 cm
height and 60 cm diameter), one tank, TS, filled with the Fontainebleau

https://www.metergroup.com/


Fig. 9. Objective function plots realized from noise-added simulated data inversion
keeping all parameter sets giving a RMSE value smaller or equal than 2σ. Black crosses
represent the input parameters, aimed to be retrieved. The colour bars displayed are
RMSE (ns) and are valid for all objective function plots in each column.
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sand and the other one, Tw, filled with water at a level corresponding
to the hydraulic head. Ts was filled with 321 kg of sand, compacted
manually in order to obtain a bulk density of ρb = 1.7 g. cm−3. The
sand layer was set on top of a 5 cm gravel layer in order to drain and
wet homogeneously the sand. To obtain a strong reflection at the bot-
tom of the sand we put between the gravel layer and the sand a thin
aluminum sheet,finelymeshed, to let thewater go through. Three pic-
tures of the experimental set-up are presented in Fig. 11. (Fig. 11-a)
shows Tw, where we see the holes used as overflow to maintain the
9

water table during drainage andwherewe see the greenwater supply
pipe. Ts and Tw bottoms were linked through four independent plastic
tubeswith taps (Fig. 11-b). (Fig. 11-c) displays Tswith the antenna set
at the top of the sand, maintained in position by a load. The white thin
layer is a geo-textile enclosing the sand. Piezometers were connected
at the bottom of each tank to indicate the applied head. Several exper-
iments were carried out using this experimental setup. For each ex-
periment, the whole soil profile was initially water saturated during
hours in order to be on the main drainage curve during the first
cycle. Both tanks were hydraulically separated by closing the taps on
the linking tubes. The water level was set to the desired height (for
example 42 cm) in Tw using an overflow hole. Then the hydraulic
contact between both tanks was established again, opening the taps.
The water drained out of Ts was evacuated through the overflow
hole in Tw. This procedure was repeated for all steps during draining
and wetting processes. In the multi-step experiments, the heads
were changed at [800;1500;2200;2900] seconds for drainage and
[4400;5200;5800;6800] seconds for re-wetting (See Table 2).

4.3. Experimental measurements

The radargrammeasured during one of themulti-step experiment is
shown in Fig. 12-a). During the drainage and imbibition cycle, the direct
wave signal evolves through time, due to the evolution of the media
properties surrounding the antennae, which affects the antennae cou-
pling. The reflection on the aluminum sheet at the base of the sand is
arriving around 28 ns, other reflections are tank side effects. As ex-
pected, the TWT of this reflection evolves with the water table level.
On Fig. 12-b, we display the instantaneous maximum frequency of the
considered reflection. On this figure we display as well the TWT of this
reflection, relative to its initial TWT,when saturated.We see that the be-
haviour of this reflection is comparable to the onewe simulated (Figs. 3,
4 and 5). Despite the fact that we used a Malå Ramac antenna with a
nominal frequency of 1.6 GHz, we clearly see that the center frequency
is far from 1.6 GHz, due to antenna coupling, Debye dispersion and the
dielectric permittivity gradient inside the sand column.

4.4. Inversion of Experimental Data

4.4.1. Frequency shift correction
The frequency shift observed in the experimental data of Fig. 12-b)

has to be taken into account in order to correct for the higher frequency
picking, since all our TWT are relative to the saturated case (low fre-
quency). Using the following procedure, we corrected the TWTs from
the frequency variations during the experiment.

We considered that thewavelet associated with the bottom tank re-
flection could be assimilated as a time derived Ricker wavelet. We then
measured the timedelay between themaximumpeak arrival of awave-
let computedwith the lower frequency of 460MHz (observedwhen the
sand column is fully saturated, see Fig. 12), and the maximum peak ar-
rival of a wavelet computed with the frequency associated with the ex-
perimental time atwhichwewant to apply a correction. This principle is
represented in Fig. 13. As expected, when the frequency difference be-
tween the initial measurement with the current one is larger the maxi-
mum time difference is larger. Themaximum time delay to be corrected
is 0.7 ns. It is too large to be taken into account as uncertainty on the
data to be inverted. Instead, all numerical TWTs were corrected with
the computed time delays before inversion.

4.4.2. Data inversion and Data uncertainty analysis with bootstrapping
Using the same inversion loop as the one presented in the numerical

case summarized in Fig. 6, we inverted the experimental TWT data, re-
sampled every 20 s, to obtain the hydrodynamic parameters of the con-
sidered soil. The water content at saturation was fixed to the value of
porosity, θs = 0.39 cm3/cm3. The parameters minimizing the objective



Fig. 10. Results of water hanging column experiments including a drying and wetting cycle. Samples were prepared with the same bulk density as the sand in the cylindrical tank
experiment. Red triangles: drying data; green circles: wetting data. Plain curves represent the model fitting the data with the parameters plab in Table 2. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 11. Pictures of the experiments. On the left is presented the tankfilledwithwater, with its overflowconnections.Middle picture shows the tubing linking both tanks. Thepicture on the
right displays the sand tank with the GPR set at the top with a load on it.

Table 2
Hydrodynamical Mualem-van Genuchten parameter sets from classical laboratory measurements and best fitting inverted laboratory GPR data monitoring.

θr αd αw n Ks
∗ λ ∗∗ RMSE

(cm3/cm3) (cm−1) (cm−1) (cm/min) (ns)

Lab. meas. 0.03 ± 0.005 0.024 ± 0.002 0.043 ± 0.003 8.5 ± 0.5 [0.96;1.5] 0.5 –
(heads,times)drying = [(71,0);(41.5,800);(31.5,1500);(22.5,2200);(0,2900)] (cm,s)
(heads,times)wetting = [(22.5,4400);(31.5,5200);(41.5,5800);(71,6800)] (cm,s)

1 0.052 0.033 0.094 6.6 0.82 10.4 0.14
2 0.04 0.023 0.047 4.4 0.54 0.25 0.09

∗ obtained from Ksat. ∗∗ according to (Mualem, 1976).

E. Léger, A. Saintenoy, Y. Coquet et al. Journal of Applied Geophysics 182 (2020) 104176
function (Eq. 13) between the simulated and the experimental data are
presented in Table 2.

The uncertainty analysis was based on running multiple SCE-UA in-
versions on down-sampled data. This approach is similar to
bootstrapping without replacement (Mooney et al., 1993). For each
10
experimental case, we chose randomly 50 sets of 80 points (40 points
during the drainage and 40 points during the rewetting).We performed
inversions on each bootstrapped data subset. We selected the models
with RMSE values up to 10% larger than the RMSE of the best fitting
model. Possible double models were taken out. This resulted in



Fig. 12. a) Radargram acquired along amulti-step experiment. The reflection coming from the bottom of the tank is arriving between 25 and 30 ns. Other reflections are coming from tank
edges and the capillary fringe. b)Maximumfrequency of the reflection at the bottomof the tank (circles), aftermovingwindowaveraging (greenplain line), TWT relative to its initial value
(red line). The vertical dashed lines represent the timings of the water head changes. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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231,192 parameter sets. The distributions of all model parameters are
presented as histograms in Fig. 14.

4.5. Discussions on the experimental results

The best fitting parameter sets obtained from two different labora-
tory experiments, summarized in Table 2 and in the histograms issued
from the bootstrapping analysis show differences with the classical re-
sults that are challenging to explain. The main differences between re-
sults concern the parameters λ and n. Fig. 14 show that the factor
11
between αd and αw is more than the expected factor two. The histo-
grams of θr, n and λ optimized parameters do not match the HWC pa-
rameters distribution determined in the laboratory. Many reasons
have to be considered while comparing GPR-derived parameters and
classical laboratory parameters (HWC). Three main reasons, which we
consider to be the most influencing, are presented below.

First, the parameters obtained in laboratory are derived from 250
cm3 core samples. Since about 330 kg of Fontainebleau sand were
used in the large tank, the compaction was definitely not as homoge-
neous as in the case of small 250 cm3 core samples, despite the fact



Fig. 13. a) Time derived Rickerwaveletwith two differentmaximum frequencies, b) computed time delays to be applied tomeasured TWT of the reflection coming from the bottomof the
tank, in the multi-step case.

Fig. 14.Histograms of themodels fitting the experimental multi-step data with a RMSE smaller than or equal to 0.154 ns. Orange histograms represent the laboratory data obtained with
HWC by themethods described in section 4.1, orange dashed lines limit the range for Ks obtainedwith KSATmeasurement and λ=0.5 from (Mualem, 1976). The pink lines represent the
optimum parameters obtained from inversion of GPR measurements (see Table 2). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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that we tried to reach the same bulk density. In addition, evaporation
could have influenced the HWC measurements.

Second, the hydraulic head range covered by theHWC experiment is
different than the one covered by the large-scale experiment. Indeed,
looking back at the HWC data presented in Fig. 10, we see that the
first drainage curve reaches 140 cm of suction, whereas in the case of
our dynamical experiment we are dealing with at the most 70 cm.
Then it is possible that during the dynamic experiment we are not on
the main wetting curve, but rather on an inner cycle curve. However
this effect should be taken into account by our hydrodynamicmodeling.

Third, the HWC measurements indicate a high value of n, even
higher than the upper value found with bootstrapped data inversion.
The HWC experiment is giving data at hydrostatic equilibrium. There-
fore they do not involve hydraulic conductivity and the n parameter,
fitting these data, is independent of the λ value, which is different
from our dynamic GPR experiment.

As a result of these three facts, differences between the retention
curve parameters obtained by our GPR experimental data inversion
and those obtained through classical laboratory experiments (HWC
and Ksat) do not mean that the quantification from GPR data is
wrong. At the contrary, we think that it is pointing out that classical lab-
oratory experiments may not give retention curve fitting parameters
that are usable for dynamic process models at the macroscopic-scale.

At the opposite, the hydraulic conductivity at saturation Ks is consis-
tently estimated in all our bootstrapped data inversions in the range
[0.6;1.5] cm.min−1. This interval is consistent with the constant head
permeameter estimations, [0.96;1.5] cm.min−1.

Estimated values of λ parameter are larger than 12 from our exper-
imental GPR data or smaller than 0.25 for a second set of experiment
(Table 1). The numerical example shows that this parameter is corre-
lated to n values but also that these two parameters are not well
constrained by our GPR TWT data. Taking into account the amplitudes
of the reflections through a full waveform inversion might improve
the estimation of this couple of parameters but it was beyond the
scope of this paper.

5. Conclusion

We demonstrated in a numerical and experimental example that
static GPR data could be used to quantify the M-vG parameters taking
into account hysteresis in the SWRproperties of sand. Themajor advan-
tage of our experiments resides in making measurements during dy-
namical processes, without waiting for hydrostatic equilibrium.
Moreover, using a GPR gives non invasive data integrating the whole
volume of soil in between the position of the antennas and a reflector.
It is complementary to in situ sensors such as Time-Domain Reflectom-
eters. Our experiment could be eventually considered outdoors in the
specific situation where a reflector exists in a sandy soil submitted to
drainage/imbibition cycles.

In our study, the hysteresis of the water retention function is repre-
sented by theα parameter only. The exponent parameter λ appearing in
the hydraulic conductivity function is not very well constrained by our
data. Our results show that the empirical parameters of the retention
curve of a sand estimated from classical laboratory experiments are
not correctlyfitting our hydrodynamic drainage-imbibition experiment,
whichwe interpret as indication that static parameters do not necessar-
ily describe correctly dynamic processes (Hannes et al., 2016).

Further research could be developed on different type of soils, es-
pecially sands with different grain sizes, as well as hydrodynamic
modeling representing the hysteresis effect with a different set of pa-
rameters (i.e. with both α and n van Genuchten) or using a model
based on contact angle-dependent hysteresis (Zhou, 2013). From an
hydrogeophysical point of view, full waveform inversion and/or
coupled geophysical inversion (SIP and GPR for instance), could
help to better constrain the link between the parameters used to
model the hysteresis effect.
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